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LIMITED SERIES

Probability is a key concept when inter-
preting diagnostic tests and explaining 
data to patients.1 Stephen Jay Gould 

(1941-2002) stated, “Misunderstanding of 
probability may be the greatest of all general 
impediments to scientific literacy.” Therefore, 
we think that it is important to gain a deeper 
understanding of probability and how it relates 
to statistics. In this installment of the Statistical 
Thinking in Medicine series, we aim to (1) define 
and interpret probability, (2) describe inde-
pendent events and the relationship between 
probability and statistics, (3) define and exem-
plify the central limit theorem, (4) outline nor-
mal and t-distributions, and (5) introduce the 
regression to the mean. 

Definition of Probability 
Probability is the extent to which an event is 
likely to occur and has its origins in games of 
chance. As we understand it today, the mod-
ern concepts of probability were first described 
in a series of letters in the mid-17th century 
between Pascal and Fermat.2 In essence, for 

equally likely events, they defined the classi-
cal approach to probability by stating that if an 
event can occur in “k” different ways out of a 
total of “n” attempts, the probability of it occur-
ring is k/n.3 The main problem with this defini-
tion is that “equally likely” is vague. What does 
“equally likely” mean?

To address this question, the “frequency 
approach” to probability was developed. In 
that approach, if an event occurs k times out 
of n possible occurrences, where n is a large 
number, the probability is k/n as with the clas-
sical approach described above.4 However, the 
term large number is vague and now the ques-
tion is: what is a large number?

To address these issues and to put proba-
bility on a firmer mathematical footing, Andrey 
Kolmogorov proposed three axioms for prob-
ability in 1933.4 An “axiom” is a statement 
accepted without proof. The three axioms have 
been described as a “wish list”5 to define prob-
ability functions. That is, if a function satisfies 
the wish list, it is a probability function. Recall 
that in mathematics, a function is a math-
ematical operation in which an “input” is pro-
vided, and for each input, a unique “output” is 
returned. In probability, the input is an “event” 
eg, heads or tails, and the output is a number 
between zero and 1. Kolmogorov’s axioms usu-
ally are expressed as follows:
1.	 The probability of an event (among all 

events in some outcome space) is ≥ 0, that 
is, it is non-negative. There are no negative 
probabilities.

2.	 The sum of the probabilities of all mutually 
exclusive events in some sample space is 
1. Mutually exclusive events cannot occur at 
the same time, eg, the flip of a coin is either 
heads or tails, it has to be one or the other, 
they cannot both occur at the same time.

3.	 If two events are mutually exclusive, the 
probability that either occurs is the sum of 
the two probabilities. This is referred to as 
the “additive rule.”

Probability Interpretations
Although Kolmogorov’s axioms put probability 
on a firmer mathematical footing (as Euclid’s 
axioms did for geometry), the interpretation of 
this number between zero and 1 is still unclear. 
As discussed in part 2 of our series, the two 
most common interpretations of probability are 
the “frequentist” and the Bayesian interpreta-
tions.4 The frequentist interpretation is that 
probability is a long-run frequency of the occur-
rence of an event over a large number of repeti-
tions of an experiment performed under similar 
conditions. The Bayesian view is that probability 
is a degree of belief about an event, which can 
then be modified with additional data.

As we discussed in part 3, the Bayesian 
approach to probability is very useful when 
evaluating diagnostic tests. However, the 
Bayesian approach to data analysis presents 
mathematical challenges beyond the scope of 
this article. In essence, one either has to find 
mathematical functions that are “updateable” 
with additional data (of which the beta distribu-
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tion is one)6 or use other methods well beyond 
this brief summary and our expertise. A prin-
cipal reason for the frequentist approach to 
data analysis, which is by far the most common 
approach today, is that no assumptions are 
required regarding the “prior probability” of 
some event. The frequentist approach is also 
computationally more straightforward, in gen-
eral. Bland provides examples and an acces-
sible introduction to this topic.7

Independent Events
Kolmogorov’s axioms describe single events. If 
two events are of interest, they are considered 
“independent” if the probability that they both 
occur is the product of their independent prob-
abilities.4 For example, suppose the probability 
of a positive diagnostic test is 0.5 and that tests 
done on separate days are independent. Then 
the probability of positive tests two days in a 
row is: 0.5 x 0.5 = 0.25. Venn diagrams are very 
helpful for visualizing such intersection prob-
abilities as shown in Figure 1. The product of 
independent events is often called the “multipli-
cative rule.” Again, this rule only applies to inde-
pendent events. Another way to describe inde-
pendence is when the occurrence of one event 
provides no information whatsoever about the 
occurrence of another (independent) event.

In medicine, we frequently are interested 
in the “union” of two events. For example, as 
above, if the probability of a positive test is 0.5 
and the test is done two days in a row, what 
is the probability that the test is positive on 
either (or both) days? Again, Venn diagrams 
are very helpful. The probability of at least one 

positive test is the probability of being positive 
on day 1 plus the probability of being positive 
on day 2, MINUS the probability of being posi-
tive on both days (to avoid counting this twice): 
0.5 + 0.5 – 0.25 = 0.75. This is easy to visualize 
in Figure 2. An alternative way to calculate 
such probabilities is to calculate the “comple-
ment” of a positive test on one or the other 
day, ie, the probability of being negative on 
both days. That probability is 0.5 x 0.5 = 0.25. 
This complement is then subtracted from 1 to 
arrive at the probability of being positive at 
least once (ie, 1 minus the probability of being 
negative on both days means that the test was 
positive on at least one day). 

A large number of problems in probability 
can be solved by using the additive and/or the 
multiplicative rules as appropriate.

The Relationship Between 
Probability and Statistics
We turn now to the relationship between prob-
ability and statistics (Figure 3).8 Probability 
takes us from some population to any given 
sample. For example, given a “population” of 
red and white marbles, probability theory can 
tell us the exact probability of any given sample 
(eg, 5 white and 2 red marbles) whenever we 
randomly sample from the population (either 
with or without replacement).

Moreover, a random sample allows us to 
infer about the true nature of a population. 
For example, if as above, our random sample 
contains a certain proportion of red marbles, 
statistics allows us to estimate the range within 
which the true proportion of red marbles is 

likely to be with any desired level of confi-
dence. As the sample size increases, the preci-
sion of the estimate also increases.

The Central Limit Theorem 
and Normal Distribution
The reason we are able to infer about a popula-
tion from a random sample is because of the 
central limit theorem (CLT). In essence, this 
theorem states that if some given population 
distribution has a finite mean and variance (to 
be defined in the next article), the means of 
random samples from that distribution become 
normally distributed as the number of samples 
becomes large.5 What does this mean? This 
deceptively simple principle allows us to learn 
about a population from a random sample. In a 
very real sense, without the CLT, science would 
not be possible!

A nice way to demonstrate the CLT is to roll 
a die several times and calculate the average 
of these rolls. For each number on the die, the 
probability is 1/6. The distribution for the values 
of the die is a “discrete uniform” distribution 
(Figure 4). This discrete uniform distribution, 
however, changes to a normal distribution if 
we graph the means of many rolls of the die. 
For example, if I roll a die five times, the aver-
age of these rolls is usually about 3 or 4 (when 
rounding to the nearest whole number), occa-
sionally 2 or 5, and, very rarely, 1 or 6. If we 
graph the mean values of many rolls of a die, 
that graph will begin to take the shape of a 
normal (or Gaussian) distribution as the num-

Figure 1. Probability of  A and B (both independent 
events)

If events are independent, the probability of both 
occurring is the product of their probabilities, de-
noted in the intersection of A and B (shaded area) 
of the Venn diagram.

Figure 2. Probability of  A or B

The probability of A or B equals the sum of each 
[P (A) + P (B)] minus the probability of both hap-
pening together [P (A and B)], if A and B are inde-
pendent, the probability of both happening is the 
product of their probabilities.

Probability of A and B = P (A) x P (B)
Probability of A or B = P (A) + P (B) – P (A and B)

Figure 3. The Relationship Between Probability 
and Statistics
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ber of means increases (Figure 5). This is why 
the normal distribution is the most important 
distribution in statistics (Figure 6). Yes, many 
physical parameters are normally distributed in 
and of themselves, such as height and weight, 
but the means of ANY physiological parameter 
will have a normal distribution. Therefore, the 
means of random samples from any shape dis-
tribution will become normal as the number of 
samples becomes large (Figure 7). Thus, the 
CLT allows us to learn about a population from 
a random sample.

T-Distribution
The smaller the sample, the less likely it will 
be to closely follow the normal distribution. 
That is why W.S. Gosset, who wrote under the 
pseudonym “Student” developed the t-distribu-
tion. (He was working for the Guiness Brewing 
Company at the time and found the need to 

analyze small samples of yeast and related 
components of beer).9 The t-distribution is very 
similar to the normal distribution, except that 
it has thicker “tails” and a lower peak (Figure 
8).5 Unusual values can easily skew a small 
distribution, and when the sample size is under 
about 30, most statisticians prefer using the 
t-distribution since it accounts for this distor-
tion seen in small samples.

Regression to the Mean
Closely related to the CLT is the concept of 
“regression to the mean,” first described by Sir 
Francis Galton.10 In essence, results become 
more “average” over time. For example, in 1961, 
Roger Maris broke Babe Ruth’s home run record 
by hitting 61 home runs. However, in 1962, Maris 
hit 33 home runs, a number much more typical 
for him. He had one exceptional year and that 
was followed by a more average year. This 
is a great example of regression to the mean. 
Other examples are that tall parents are likely to 
have children more average in height. One high 
blood pressure reading is likely to be followed 

by lower, more average, readings. Also, one low 
test score is likely to be followed by higher, more 
typical scores. Regression to the mean explains 
many surprising occurrences.

Summary
In summary, probability is a number between 
zero and 1 that satisfies three axioms. If events 
are independent, the probability of both occur-
ring is the product of their probabilities (multi-
plicative rule). If events are mutually exclusive, 
the probability that at least one occurs is their 
sum (additive rule). Probability takes us from a 
population to a sample, and statistics allows us 
to infer about a population from a random sam-
ple. The CLT and the normal distribution are two 
important links in the chain connecting a random 
sample and a population. Finally, regression to 
the mean answers many probability curiosities.

In part 5 of this series, we will use these 
principles of probability to determine whether 
something is unusual. Is an individual value 
unusual? Is the mean of some group unusual? 
Is the difference between two or more means 

Figure 4. Discrete Uniform Distribution

Example shown is the probability of rolling a num-
ber on a die.
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Figure 5. Graphic Representation of Rolling a 
Die Multiple Times, Then Calculating the Mean, 
Demonstrating a Normal (Gaussian) Distribution as 
the Number of Means Increases
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Figure 6. Normal (Gaussian) Distribution
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Figure 7. The Means of Random Samples From Any Shape Distribution (left graph) Will Become Normal 
(right graph) With Greater Sampling 
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Figure 8. Distribution for Smaller Samples
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The smaller T-distribution (dashed blue line) has a lower peak and thicker “tails” compared to normal distri-
bution (solid black).
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unusual? In order to do this, we must have ways 
to define the “average” and to quantify varia-
tion. However, before turning to that topic, you 
may want to test your ability to put probability 
concepts to work by thinking about the ques-
tions below. (Answers will be provided in part 5.)

Probability Practice Questions	
1.	 When rolling a die, what is the probability of 

rolling a 1 or a 2? 
2.	 If the probability that a laboratory test is 

positive is 40%, assuming test results on 
different days are independent, what is 
the probability of at least one positive test 
when testing is done on two separate days? 

3.	 As with the conditions in question 2, what is 
the probability that at least one test is posi-
tive if tests are done 5 days in a row? 

4.	 To make a diagnosis, suppose you order 20 
independent laboratory tests, each of which 
is “normal” in 95% of people. What is the 
probability that at least 1 test is abnormal? 

5.	 How many ways are there to shuffle a stan-
dard deck of 52 cards?
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